
1. Introduction
1.1. Purpose

In the coastal ocean, local processes can mitigate or exacerbate the effects of ocean acidification, posing a 
challenge to anticipating carbonate system conditions. Although prior observations in the region are limit-
ed in space and time, they have identified dominant processes driving carbonate system variability on the 
northeast United States (NE US) shelf, which include biological metabolism (Wallace et al., 2014; Wang 
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metabolism, river input, and water mass mixing are dominant local processes driving carbonate system 
variability in northeast US shelf waters. These processes are also reflected in the variability of observed 
temperature (T), salinity (S), oxygen concentration (O2), and nitrate concentration (NO3

−). Therefore, 
regionally specific empirical models can be developed, which relate carbonate system parameters to a 
combination of basic hydrographic parameters. Here, we develop multiple linear regression models that 
represent the processes that drive carbonate system variability in the Mid-Atlantic Bight and Gulf of 
Maine using observations obtained on three hydrographic surveys in summers between 2007 and 2015. 
The empirical model equations reveal the observation-based relationships between carbonate parameters 
and basic hydrographic variables. Unlike other regions where empirical models have been developed, 
salinity appears in all models. T is the most important parameter for predicting aragonite saturation state 
(ΩAR), while S and O2 are most important for predicting pH on total scale (pHT). The basic hydrographic 
variables explain over 98% of the variability in total alkalinity (TA), dissolved inorganic carbon (DIC), and 
ΩAR and 89% of the variability in pHT in the calibration data. We recommend applying models that depend 
on T, S, O2, and NO3

− as predictors, which reproduce TA and DIC with R2 > 0.97, ΩAR with R2 > 0.93, and 
pHT with R2 > 0.77, to reconstruct carbonate system parameters in the region.

Plain Language Summary Carbon dioxide released to the atmosphere by humans can 
adversely impact aquatic ecosystems, so it is crucial that we understand the current state of carbon 
variables and anticipate future conditions. Carbon cycling in the coastal ocean is the result of the 
interaction of physical and biological processes that occur on multiple time and space scales. Sparse 
sampling of carbon variables presents challenges to our understanding of carbon cycling in the coastal 
ocean. Other seawater properties measured more frequently with better spatial coverage, including 
temperature, salinity, oxygen concentration, and nitrate concentration, can be used in combination to 
estimate carbon variables. In this study, we rely on measurements from cruises along the northeast US 
shelf to develop equations to predict carbon variables from other seawater properties. These equations can 
be used to fill gaps in observations and help incorporate observations into ocean models. The statistical 
relationships between carbon variables and other seawater properties identified here vary depending on 
the region, because a balance of different processes is important in each region. On the northeast US shelf, 
salinity emerges as an important predictor for all explored carbon variables.
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et al., 2017), river input (Rheuban et al., 2019; J. Salisbury et al., 2009; 
Wang et  al.,  2013), and water mass mixing (Gledhill et  al.,  2015; J. E. 
Salisbury & Jönsson 2018; Wanninkhof et al., 2015). Observational stud-
ies provide insight into the processes that control the carbonate system, 
but observations of the NE US shelf, which is one of the widest shelf 
regions in US waters, are limited in space and time. These limitations 
have prevented carbonate system variables from being integrated into 
ecosystem studies or synthesis efforts along the NE US. Downscaled bi-
ogeochemical models that address local carbonate system complexities 
have been developed for other regions (e.g., Laurent et al., 2017; Pilcher 
et al., 2019; Siedlecki et al., 2016, 2017) and for this region (Fennel, 2010; 
Fennel et al., 2008), but these models would benefit from the ability to 
incorporate more observational data, especially in the subsurface. In the 

carbonate system model for the NE US, dissolved inorganic carbon (DIC) and total alkalinity (TA) have 
been initialized using temperature- and salinity-dependent relationships derived from global observations 
by Lee et al. (2000) and Millero et al. (1998), but relationships derived from more recent data collected in 
the same region would be more ideal (Fennel, 2010; Hofmann et al., 2011). Relationships for estimating TA 
from salinity (S) based on recent observations have been developed by Cai et al. (2010), but their study did 
not explore potential predictors other than S.

In response to the sparseness of carbonate system observations, researchers have developed empirical mod-
els for estimating carbonate system parameters from basic hydrographic data in other regions (e.g., Alin 
et al., 2012; Evans et al., 2013; Fourrier et al., 2020; Juranek et al., 2009; Kim et al., 2010; Li et al., 2016; 
Table 1) as well as globally (Lee et al., 2000, 2006; Millero et al., 1998). The empirical models produced 
are unique to each region and depend on the balance of global and local processes controlling carbonate 
chemistry in each system. This approach takes advantage of more frequently observed properties that reflect 
the same processes affecting carbonate system variability. Estimates obtained using these empirical models 
supplement observations to provide a more complete picture of carbonate system variability.

Given that these models are region-specific, here we develop a model 
that represents the processes that control carbonate system variability 
on the NE US shelf. To accomplish this, we use observations from three 
hydrographic surveys for calibration to develop multiparameter linear re-
gression (MLR) models that relate each carbonate system parameter to 
a combination of basic hydrographic variables. The basic hydrographic 
variables explain nearly all the variability in carbonate parameters and 
the empirical models perform well in evaluation against independent data 
sets. The coefficients and predictors in the model equations correspond 
to the dominant processes controlling carbonate system variability in the 
region. In Section 1.2, we describe the oceanography of the study area and 
in Section 1.3, we summarize insights gained from past carbonate system 
observations in this region. We then describe the least squares multiple 
linear regression method that was used to develop the empirical models 
(2.1) as well as the methods for evaluation using an independent data set 
(2.2). The resulting equations (3.1) and evaluation statistics (3.2) follow. 
In the Discussion, we connect the MLR equations to processes controlling 
carbonate chemistry in the region (4.1 and 4.2), compare our model to pre-
viously developed models (4.3), discuss applications and limitations (4.4), 
and provide our recommendation for applying the empirical models (4.5).

1.2. Study Area

The location of this study is the NE US continental shelf, which encom-
passes two major subregions (Figure 1). The northeastern section is the 
Gulf of Maine (GoME), which extends from the Scotian Shelf to Cape 
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Citation Region
Terms in 
equation

Juranek et al., 2009 Central Oregon O2, T∙O2

Kim et al., 2010 Sea of Japan T, O2, P

Alin et al., 2012 Southern California Current System T, O2, T∙O2

Evans et al., 2013 Northern Gulf of Alaska S, NO3
−

Abbreviation: ΩAR, aragonite saturation state.

Table 1 
Empirical Models Developed to Estimate ΩAR in Other Regions

Figure 1. Observations map. Map of stations from GOMECC-1, 
GOMECC-2, and ECOA1 where calibration data were collected and 
stations from ECOA2 and repeat surveys in the southwestern Gulf of 
Maine where evaluation data were collected. The Gulf Stream and 
Labrador Current paths are shown, as well as isobaths at 50, 100, 150, 
and 200 m. ECOA2, East Coast Ocean Acidification 2; GOMECC, Gulf of 
Mexico and East Coast Carbon.
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Cod. It is separated from the open North Atlantic by Georges and Browns Banks, with exchange at depths 
greater than 100  m limited to the Northeast Channel, through which nutrient-rich slope water can en-
ter the GoME, driving offshore primary production (Ramp et al., 1985; Townsend 1991, 1998; Townsend 
et al., 2004). Southwest of Cape Cod is the Mid-Atlantic Bight (MAB), which extends to Cape Hatteras. 
The gently sloping MAB shelf extends more than 100 m offshore in the north and decreases to less than 
30 m near Cape Hatteras (Townsend et al., 2004). Water properties throughout the NE US shelf are largely 
governed by influx of subpolar water from a branch of the Labrador Current which flows over the Sco-
tian shelf, following a counterclockwise circulation in the GoME and an equatorward coastal current in 
the MAB (Beardsley & Winant, 1979; Chapman & Beardsley, 1989; Churchill & Berger, 1998; Csanady & 
Hamilton, 1988; Loder et al., 1998; Townsend et al., 2004). A shelf-break front limits exchange of the cool, 
fresh shelf waters with the warmer, saltier slope waters that form a buffer zone between the shelf and the 
Gulf Stream (Burrage & Garvine, 1988; Csanady & Hamilton, 1988; Houghton et al., 1988, 2006; Linder & 
Gawarkiewicz, 1998; Loder et al., 1998; Lozier & Gawarkiewicz, 2001).

1.3. Insight From Carbonate System Observations

Biological metabolism affects the carbonate system through organic matter production, which draws down 
DIC and nutrients in a stoichiometric ratio to oxygen (O2) production, and remineralization, which con-
versely produces DIC and nutrients and draws down O2. Calcification and dissolution of calcium carbonate 
also decrease and increase, respectively, TA and DIC concentrations in a 2:1 ratio. Although the shelf cal-
cium carbonate budget is not well constrained, repeat surveys in the GoME indicate that most variability 
in TA and DIC on seasonal timescales is driven by photosynthesis and respiration, rather than calcification 
and dissolution (Wang et al., 2017).

Nearshore in the mouths of rivers, DIC production by organic matter remineralization in subsurface waters 
can be enhanced by nutrient loading from rivers, or eutrophication, resulting in extremely low O2 and pH 
conditions in subsurface waters during summer and fall (Wallace et al., 2014). Eutrophication has contrib-
uted to corrosive conditions in estuaries and river plumes in the region (Rheuban et al., 2019; J. Salisbury 
et al., 2009). Rivers also influence carbonate system variability by contributing a low-alkalinity endmember 
(J. Salisbury et al., 2009), with TA as low as 100 μmol/kg (Wang et al., 2013). Freshwater influences car-
bonate chemistry on the entire shelf, but most of the freshwater is delivered by the equatorward coastal 
current, rather than local rivers (Cai et al., 2010; Loder et al., 1998).

Labrador Current, Gulf Stream, and slope source waters each contribute their signatures of TA and DIC 
to the shelf. The relative contribution of each water mass has demonstrated a trend in the recent decade 
(Pershing et al., 2015) and variability on shorter timescales (Gawarkiewicz et al., 2012). As low-TA Labrador 
current waters flow southward, accumulating DIC, this current is associated with depressed aragonite satu-
ration state (ΩAR) in the subsurface (Wanninkhof et al., 2015). The Gulf Stream endmember, with high tem-
perature and TA, is associated with the observed ΩAR increase offshore (Wanninkhof et al., 2015). Increased 
contribution from Gulf Stream source waters has masked the trend of ocean acidification in the GoME over 
the past decade (J. E. Salisbury & Jönsson 2018).

2. Methods
2.1. Calibrating Parameterizations of TA, DIC, ΩAR, and pHT in the NE US

MLR models were developed using data from three cruises along the NE US for calibration. The calibration 
data set (N = 599) includes the first and second Gulf of Mexico and East Coast Carbon (GOMECC) cruises 
in July–August 2007 and 2012 and the first East Coast Ocean Acidification (ECOA) cruise in June–July 2015 
(Table 2). To focus on the Mid-Atlantic Bight and GoME regions, data were limited in latitude from 34.42º to 
43.50º N and in longitude from 78.00º to 64.70º W, to the stations shown in Figure 1. The data were limited 
in depth to a minimum of 15 meters, to exclude the surface layer where air-sea gas exchange of oxygen and 
carbon dioxide occurs at different rates, and to a maximum depth of 500 m, to include only water masses 
relevant to the shelf. Observations of carbonate system parameters TA and DIC were available from every 
cruise. The calibration and evaluation sets of ΩAR and pHT were derived using CO2SYS version 1.1 (van 
Heuven et al., 2011) with the two observed carbonate parameters TA and DIC and observed T, S, silicate (Si), 
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and phosphate (PO4) concentrations as inputs, using constants K1 and K2 of Lueker et al. (2000) and KSO4 of 
Dickson (1990). Measurement uncertainty in TA and DIC of 2 μmol/kg (Dickson, 2010, Dickson et al., 2007) 
is propagated to obtain the uncertainty in pHT and ΩAR using the program of Orr et al. (2018). Only samples 
collected at a single location, depth, and date for which all parameters (T, S, O2, NO3

−, DIC, TA, Si, and PO4) 
were reported and have a World Ocean Circulation Experiment (WOCE) quality control flag of 2, indicating 
a good value, were included in the regression.

Additional predictor variables that directly represent processes expected to affect carbonate chemistry were 
derived. Apparent oxygen utilization (AOU) is calculated as the difference between the O2 concentration at 
saturation and the observed O2 concentration (Weiss, 1970). Using AOU as a predictor instead of O2 serves 
to isolate the change in DIC resulting from net respiration. The tracer N* is the excess NO3

− concentration 
compared to the assumed ratio PO4 produced by respiration of organic matter (N* = NO3

− – 16 PO4). N* 
represents the combined effects of denitrification and remineralization of organic matter by N2-fixing or-
ganisms (Sarmiento & Gruber, 2006). If there is a strong signal from aerobic respiration (AOU) or denitri-
fication (N*) controlling carbonate system variability, then these derived predictors may appear in selected 
models.

The predictor parameters in the calibration set were normalized to avoid collinearity, which causes compu-
tational problems that make parameter estimates unstable (Quinn & Keough, 2002). Centering the predic-
tor parameters by subtracting the mean of the data calibration set prevents collinearity between lower-order 
terms and interaction terms involving the same parameter (Quinn & Keough, 2002). The predictor data 
were further standardized by dividing by the standard deviation of the calibration data set, resulting in each 
predictor series having a mean of 0 and standard deviation of 1. Normalized predictor values are calculated 
using Equation 1, where Xi is the predictor variable data point, Xm is the mean of the calibration set, and 
XSD is the standard deviation of the calibration set. This method relies on normalized predictor variables 
to estimate nonnormalized carbonate system variables, so the relative importance of multiple parameters 
can be compared within one model through the magnitude of the coefficients. However, the magnitude of 
coefficients between different models each predicting two different carbonate system parameters should 
not be compared. The normalized predictor variables were tested for collinearity by calculating the variance 
inflation factor (VIF) for each predictor. Combinations of terms resulting in a VIF greater than 10, indicat-
ing excessive collinearity, were rejected (Kutner et al., 2004).

SD

i m
n

X XX
X


 (1)

In consideration of the abundance of observations for each predictor variable, equations with three levels 
of complexity are developed for predicting each carbonate system parameter. T and S are the most fre-
quently measured parameters, so “Physical Models” were developed which depend only on T and S. For 
the same motivations, empirical models were developed that rely only on T, S, and O2 (“BGC Models”). 
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Cruise Start End N Data reference

Calibration

GOMECC 1 July 11, 2007 August 2, 2007 238 Langdon et al., 2011

GOMECC 2 July 22, 2012 August 13, 2012 257 Wanninkhof et al., 2014

ECOA 1 June 20, 2015 July 23, 2015 104 Salisbury et al., 2017

Evaluation

ECOA 2 June 25, 2018 July 29, 2018 506 Salisbury et al., 2019

GoME May 21, 2013 July 2, 2015 235 Wang et al., 2018

Note. N is the number of samples, collected at a single location, depth, and date, meeting the criteria described in 
Methods.
Abbreviations: ECOA, East Coast Ocean Acidification; GoME, Gulf of Mexico; GOMECC, Gulf of Mexico and East 
Coast Carbon.

Table 2 
Hydrographic Surveys That Collected Calibration and Evaluation Data Used in This Study
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Finally, we refer to the models that include all predictors considered in this study: T, S, O2, and NO3 as the 
“BGC+ Models.”

Empirical models were developed using least squares multiple linear regression of each carbonate system 
parameter on each combination of hydrographic variables, following the methods of Juranek et al. (2009) 
and Alin et al. (2012). From among the combinations allowed by VIF, each model was selected based on 
minimizing the Akaike Information Criterion (AIC), a metric for model selection that incorporates both the 
goodness of fit and a penalty for complexity (Burnham & Anderson, 2004). Using the AIC score for model 
selection avoids the risk of over-fitting associated with using R2 because R2 almost always increases when 
terms are added. Adding a term that reduced AIC by less than five produced negligible improvements in the 
accuracy of predictions, so terms reducing AIC by less than five were not added. The resulting equations are 
the most parsimonious models to estimate the carbonate parameters from basic hydrographic parameters. 
The relative AIC score (ΔAIC), the difference between each model's AIC score and the best model's AIC 
score, is calculated. The best overall model for estimating each carbonate system parameter is identifiable 
by ΔAIC = 0. If adding a predictor does not improve a model, then the resulting equation is the same as 
the model containing fewer potential predictors (i.e., BGC + Model is the same as the BGC Model), so it 
is not reported. Therefore, the best model for predicting each parameter is always the reported model with 
the greatest number of potential predictors. The coefficient of determination (R2) and root mean square 
error (RMSE) are reported as a measure of the fit of each selected model but were not relied on for model 
selection.

2.2. Comparison of Empirical Model Estimates to Observations From an Independent Data Set

To evaluate the ability of each selected model to predict carbonate system parameters, observed basic hy-
drographic parameters from independent data sets were used as inputs in the empirical models and the 
resulting carbonate system parameter estimates were compared to observations. The first evaluation data 
set (N = 506) was collected throughout the region during June–July 2018 (Salisbury et al., 2019). It was used 
to evaluate the ability of the models to predict the carbonate system during summer months, the same time 
of year the calibration data were collected. Model-predicted carbonate parameters were compared to the 
measured values of TA and DIC and CO2SYS-derived pHT and ΩAR. In addition, empirical model estimates 
TAE and DICE were used as inputs in CO2SYS to obtain alternative estimates of pHT and ΩAR as a function 
of these inputs (i.e., pHT [TAE, DICE] and ΩAR [TAE, DICE]), which were also compared to evaluation data. 
The second evaluation set (N = 235) was collected on repeat surveys across one transect in the southwestern 
GoME throughout the years 2013–2015 (Wang et al., 2018). Si and PO4 data were not available from this set 
so these concentrations were set to 0 in CO2SYS. Repeat GoME transects were used to evaluate the ability of 
the models to predict the carbonate system in seasons other than summer, when the calibration data were 
collected. The GoME data do not include observations of NO3

−, so only models including T, S, and O2 as 
predictor variables (BGC Models) were evaluated using this data set. Model-predicted carbonate parameters 
were evaluated using skill metrics R2 and RMSE. These evaluations were the basis for developing recom-
mendations for applying MLRs developed here.

3. Results
3.1. Resulting Parameterizations of TA, DIC, ΩAR, and pHT in the NE US

Empirical models that robustly explain the variability in the carbonate system parameters (DIC, TA, ΩAR, 
pHT) of the calibration set were selected. Whereas O2 and NO3

− were too closely related to be used together 
in models developed for the West Coast (Alin et al., 2012; Juranek et al., 2009), all linear combinations of hy-
drographic parameters tested here resulted in VIFs less than 10, suggesting that O2 and NO3

− are decoupled 
in the NE US by mixing of riverine or oceanic endmembers with different NO3

− signatures or by denitrifica-
tion. The interaction term between T and NO3

− showed excessive collinearity with NO3
−, so the interaction 

term was not included. Although derived predictors AOU and N* were tested, no model including these 
predictors was selected based on the AIC criteria described in Methods. Although aerobic respiration affects 
carbonate system variability, AOU might not have been selected as a predictor because the AOU calculation 
assumes the preformed concentration is equal to the saturation concentration, which may not actually be 
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the case. Including O2 as a predictor improved the model fit for all carbonate system parameters. Including 
NO3

− resulted in improvement in the models for carbonate system variables DIC, ΩAR, and pHT, but it did 
not improve the model for TA, so there is no BGC + Model reported for TA. In the text that follows, selected 
models and calibration statistics are presented for each set of potential predictors (Table 3). The selected 
models for predicting each parameter are compared to inform recommendations for application. The basic 
hydrographic variables explain over 98% of the variability in the TA, DIC, and ΩAR and 89% of the variability 
in pHT in the calibration data.

With only T and S as potential predictors, the Physical Model for DIC includes all terms allowed within the 
constraints described in Methods: T, S, and an interaction term between T and S. Predicted DIC depends 
negatively on T and positively on S (Table 3). In the model including T, S, and O2 as predictors (BGC Model), 
the importance of S diminishes and DIC depends negatively on O2. Performance improves with the inclu-
sion of O2 (Figure 2a). In the model including T, S, O2, and NO3

− (BGC + Model), the coefficients of T, S, 
and O2 terms are similar to those in Regression II. DIC additionally depends on NO3

− and an interaction 
term between NO3

− and S and the model performance improves slightly (Figure 2a). Of all sets of predictor 
variables, the best model for predicting DIC is the BGC + Model.
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Figure 2. Empirical model calibration results. Model estimate versus observed value for calibration data for each carbonate parameter (a) DIC, (b) TA, (c) ΩAR, 
and (d) pH on total scale (pHT) for each combination of predictors. R2 for each calibration fit is reported in the legend. pHT and ΩAR “observations” are derived 
from observed TA and DIC. 1:1 line is shown and mean measurement uncertainty (TA, DIC), and propagated uncertainty (ΩAR, pHT) is shaded. The overall best 
model determined by AIC score is marked with an asterisk in each panel. ΩAR, aragonite saturation state; AIC, Akaike information criterion; DIC, dissolved 
inorganic carbon; TA, total alkalinity.
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No. Form of equation Calib. R2 Calib. RMSE ΔAIC Coefficients ± standard error Eval. R2 Eval. RMSE

DIC I
0 1 nT    0.886 20.8 1,060 0 2103 0.98   0.861 22.3

2 3n n nS T S     1 56.4 1.1   

2 58.3 1.0  

3 7.26 0.93   

II
0 1 nT    0.979 9.0 57 0 2099 0.38   a0.979 a11.2

2 3 4n n n nS O T S        1 52.4 0.45    b0.912 b15.5

2 34.7 0.61  

3 29.7 0.58   

4 3.29 0.53   

III 0 1 nT    0.981 8.5 0 0 2101 0.56   0.978 11.7

2 3 4n n nS O N        1 51.4 0.75   

5 n nT S    2 31.3 0.73  

6 n nT O    3 30.7 0.75   

7 n nS N   4 1.71 0.81  

5 2.26 0.70   

6 3.88 0.70   

7 6.15 0.79   

TA IV
0 1 nT    0.988 7.8 26 0 2289 0.32   0.976 10.7

2 nS  1 0.758 0.37  

2 69.2 0.37  

V
0 1 nS    0.988 7.6 0 0 2289 0.31   a0.976 a10.9

2 nO  1 71.2 0.43   b0.956 b6.6

2 2.39 0.43  

ΩAR VI
0 1 nT    0.919 0.214 994 2

0 2.065 1.0 10    0.739 0.227

2 3n n nS T S     2
1 0.635 1.1 10   

2 2
2 6.81 10 1.0 10     

3
3 0.101 9.6 10   

VII
0 1 nT    0.984 0.095 16 3

0 2.11 4.7 10   
a0.925 a0.148

2 3 4n n n nS O T S         3
1 0.593 5.0 10   

b0.606 b0.158

5 n nT O   3
2 0.308 6.8 10   

3
3 0.308 6.2 10   

2 3
4 3.36 10 6.3 10     

2 3
5 5.45 10 7.5 10     

Table 3 
Empirical Model Equations and Statistics
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Table 3 
Continued

No. Form of equation Calib. R2 Calib. RMSE ΔAIC Coefficients ± standard error Eval. R2 Eval. RMSE

VIII
0 1 nT    0.985 0.093 0 3

0 2.11 5.8 10    0.928 0.149

2 3 4n n n nS O T S         3
1 0.603 5.0 10   

5 n nS O    3
2 0.308 6.8 10   

5 n nO N   3
3 0.313 6.2 10   

2 3
4 2.54 10 5.4 10     

2 3
5 4.05 10 6.2 10     

2 3
6 4.08 10 5.1 10      

pHT IX
0 1 nT    0.306 0.056 1,100 3

0 8.00 2.6 10    N/A N/A

2 3n n nS T S     2 3
1 3.59 10 2.8 10     

3 3
2 5.51 10 2.7 10      

3 3
3 6.84 10 2.5 10     

X
0 1 nT    0.868 0.024 112 3

0 8.01 1.4 10   
a0.778 a0.038

2 3 4n n n nS O T S         2 3
1 2.86 10 1.3 10     

b0.734 b0.042

5 n nS O   2 3
2 6.06 10 1.8 10     

2 3
3 7.82 10 1.6 10     

2 3
4 2.09 10 1.3 10      

3 3
5 8.24 10 1.4 10      

XI
0 1 nT    0.892 0.022 0 3

0 8.00 1.4 10    0.810 0.035

2 3 4n n nS O N        2 3
1 1.20 10 1.9 10     

5 n nT S    2 3
2 6.63 10 1.7 10     

6 n nS O    2 3
3 6.51 10 1.9 10     

7 n nO N   2 3
4 2.47 10 2.2 10      

2 3
5 2.04 10 1.3 10      

3 3
6 9.15 10 1.5 10      

3 3
7 5.03 10 1.2 10      

Note. Carbonate system parameter predicted; equation number; form of each equation; R2 and RMSE of the model estimate compared to calibration data 
(units of RMSE are μmol/kg for TA and DIC); ΔAIC is the difference between the AIC for each model and the best model for that parameter; R2 and RMSE 
of the model estimates compared to ECOA2 evaluation data for normalizing T, S, O2, NO3, means ± standard deviations are 13.20 ± 5.92 °C, 34.40 ± 1.49, 
214.7 ± 44.7 μmol/kg, 7.58 ± 7.65 μmol/kg.
Abbreviations: O2, oxygen concentration; NO3

−, nitrate concentration; pH on total scale; ΩAR, aragonite saturation state; AIC, Akaike information criterion; 
DIC, dissolved inorganic carbon; ECOA2, East Coast Ocean Acidification 2; R2, coefficient of determination; RMSE, root mean square error; S, salinity; T, 
temperature; TA, total alkalinity.
aAre reported for all models, R2 and RMSE of the model estimates compared to GoME evaluation data. bare reported for the BGC Models.
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The Physical Model for TA is a linear combination of T and S. TA is strongly correlated with S, as others 
have shown (e.g., Cai et al., 2010; Lee et al., 2006). Its dependence on T is weaker, with a coefficient two 
orders of magnitude smaller. This model explains nearly all the variability in TA (Figure 2b). In the BGC 
Model, O2 replaces T in the equation, but with a slightly larger positive coefficient. The model fit improves 
slightly compared to the Physical Model (Figure 2b). With the addition of NO3

− as a potential predictor, 
the BGC Model is still the selected model, so there is no BGC + Model reported for TA. Of the two models 
for predicting TA, the best is the BGC Model, which explains slightly more of the variability in TA than the 
Physical Model.

The Physical Model for ΩAR, like that for DIC, includes all allowed terms. ΩAR exhibits the strongest positive 
relationship with T, followed by S. In the BGC Model, the importance of the interaction term between T and 
S diminishes. ΩAR depends strongly positively on O2 and also on an interaction term between T and O2 (Fig-
ure 2c). The model explains 98.4% of the variability in ΩAR, compared to 91.9% for the Physical Model. In the 
BGC + Model, NO3

− appears only in an interaction term with O2. The fit improves slightly (R2 = 0.985), in 
comparison to the BGC Model (Figure 2c). The overall best model for predicting ΩAR is the BGC + Model. 
The fit of the BGC and BGC + Models are similar, with a difference of only 0.001 in R2 and a difference in 
AIC of 15 points.

Finally, the Physical Model for pHT includes all allowed terms: T, S, and an interaction term between T and 
S. The model does not fit the data well, as demonstrated by R2 of 0.306. (Figure 2d). In the BGC Model, 
pHT exhibits the strongest relationship with O2 compared to other predictors. It also depends weakly on an 
interaction term between O2 and S. The fit improves with the inclusion of O2 (R2 = 0.868, Figure 2d). In the 
BGC + Model, the importance of T and O2 terms diminish, and pHT depends negatively on NO3

− and an 
interaction term between O2 and NO3

−. The model fit improves (R2 = 0.892, Figure 2d). The best model for 
predicting pHT is the BGC + Model.

3.2. Results of Comparison of Empirical Model Estimates to Independent Data Set

In general, evaluation performance using ECOA2 summer observations (Table 3) follows the trends ob-
served from the calibration results: model estimates that fit the calibration data well also perform well in 
evaluation. The most complex empirical models perform well in evaluation against ECOA2 data, estimating 
TA and DIC with R2 > 0.97, ΩAR with R2 > 0.92, and pHT with R2 > 0.81. The BGC Models were also evalu-
ated against seasonal observations (Table 3). All models predict ECOA2 data with better performance than 
they predict GoME data, based on R2, but error in the GoME estimates does not correlate with the time of 
year (Figure 4a), suggesting the MLRs can be applied in all seasons.

The Physical Model for DIC performs well against observations, with an R2 value near the calibration value. 
However, at the highest DIC values (above ∼2,160 μmol/kg), model estimates do not follow observations 
(Figure 3a.). The error at high DIC is corrected in the BGC Model. The performance of the BGC + Model is 
similar. The BGC Model performs worse when evaluated using GoME data, but still performs well.

The Physical Model for TA performs well against ECOA2 observations (Figure 3b). Performance of the BGC 
Model is nearly equal. This model also performs well when evaluated against the GoME data set (Figure 4b).

The Physical Model for ΩAR tends to overestimate low values of ΩAR (close to 1) by as much as 1 unit, and 
underestimate higher values over 2 (Figure 3c). The BGC Model performs much better than the Physical 
Model. The BGC + Model performance is nearly equal, with slightly greater R2, but also greater RMSE. 
There are some samples for which NO3

− is important, corresponding to shallow bottom depths and rela-
tively low O2. The BGC Model performance declines but still adequately represents the observations when 
evaluated against GoME data (Figure 4c). Using the overall best models for TA and DIC as inputs, ΩAR (TAE, 
DICE) evaluated using ECOA2 performs slightly better than the BGC + Model (Figure 3e).

The Physical Model for pHT did not achieve a good fit with calibration data, so this model was not evaluated. 
In evaluation using ECOA2 data, the BGC Model performs well, and the BGC + Model performs better. The 
BGC Model performs similarly in evaluation using GoME data (Figure 4d). Using the overall best models 
for TA and DIC as inputs, pHT (TAE, DICE) evaluated using ECOA2 performs worse than the BGC + Model 
(Table 4, Figure 3f).
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4. Discussion
Empirical model equations developed here reveal the observation-based, 
quantitative relationships between carbonate parameters and basic hy-
drographic variables. The equations themselves reveal varying levels of 
complexity necessary to reproduce the variability in different carbonate 
variables and highlight regional processes that are vital to representing 
the carbonate system in the NE US. In the discussion, the details of the 
equations and their implications for processes in the region are explored 
and potential applications are presented.

4.1. Importance of Biological Predictor Variables

Different carbon variables require varying degrees of complexity of pre-
dictors, consistent with our understanding of the regional drivers of their 
variability. The simplest models presented, the Physical Models, explain 
nearly all the variability in TA (R2 = 0.988, RMSE = 7.8 μmol/kg). TA is 
strongly correlated with S throughout the ocean because TA is mainly 
controlled by input and evaporation of freshwater and thus S has been 
used to predict surface TA globally (Lee et al., 2006; Millero et al., 1998). 
The BGC Model fits the TA calibration data slightly better, with the same 
R2 and slightly reduced RMSE compared to the Physical Model. The cor-
relation between TA and O2 could reflect conservative mixing of end-
members with different TA and O2, but it may also reflect TA generation 

on the shelf by metabolic processes. The uptake of NO3
− and ammonium in primary production is accom-

panied by an increase and decrease in alkalinity, respectively (Brewer & Goldman 1976; Goldman & Brewer 
1980). Overall, these alkalinity changes are balanced by ammonium and NO3

− production by organic matter 
decomposition, but if these processes are spatially decoupled in the water column, they can influence local 
alkalinity (Chen, 2002). The best model for predicting TA, Regression V, includes a positive relationship be-
tween O2 and TA, which corresponds to TA consumption accompanying O2 consumption by organic matter 
respiration. In a recent analysis of the processes controlling carbonate chemistry along US coasts, the corre-
lation between TA and O2 was significant only on the Atlantic coast, but not the Pacific or Gulf Coasts (Cai 
et al., 2020, supporting information). This is consistent with the selection of O2 in our TA model, whereas 
O2 is not used as a predictor for TA on the Pacific Coast (Alin et al., 2012; Evans et al., 2013).

Including O2 improved the TA model, but it was even more necessary as a predictor for the other carbonate 
system variables DIC, ΩAR, and pHT. The residuals in the calibration data for the Physical Models for esti-
mating all these variables were significantly correlated with O2. The Physical Model underestimates DIC in 
low O2 conditions and overestimates DIC in high O2 conditions. O2 was selected in every model in which it 
was included as a potential predictor, which highlights the importance of biological processes in controlling 
carbonate chemistry in the region. O2 is linked to the carbonate system primarily due to O2 and CO2 appear-
ing on opposite sides of the primary production and respiration reactions. For the typical expression of these 
reactions involving organic matter containing 106 moles of carbon, the widely-used ratios reported by Red-
field et al. (1963) include a stoichiometric coefficient of 138 for oxygen, corresponding to a ΔO2:ΔDIC ratio 
of 1.3. However, more recent studies have reported a range of values (Anderson & Sarmiento, 1994; Martin 
et al., 1987; Peng & Broecker, 1987; Takahashi et al., 1985; Thomas, 2002). The coefficient for oxygen in the 
empirical model developed here corresponds to a ΔO2:ΔDIC ratio of 1.5. This ratio matches closely with the 
result found by Takahashi et al., (1985) for the North Atlantic, of ΔO2: ΔDIC ratio of 1.54, before adjusting 
for water mass mixing. With O2 as an indicator for organic matter synthesis and respiration, models report-
ed here explain over 98% of the variability in DIC and ΩAR and 89% of the variability in pHT.

Adding NO3
− as a predictor in the models for DIC and ΩAR (BGC + Models) did not improve overall perfor-

mance in the DIC model and improved performance slightly for the ΩAR model (Table 3). This is not surpris-
ing because NO3

− and O2 provide generally the same information. Both are involved in the most common 
biological reactions: photosynthesis and aerobic respiration. However, including NO3

− improved estimates 
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Carbon 
variable Predictors

R2 (direct 
empirical)

R2 (TAE, 
DICE)

RMSE 
(TAE, DICE)

ΩAR T, S 0.739 0.752 0.221

T, S, O2 0.925 0.927 0.147

T, S, O2, NO3
− 0.928 0.934 0.149

pHT T, S N/A 0.147 0.065

T, S, O2 0.778 0.749 0.041

T, S, O2, NO3
− 0.810 0.772 0.042

Note. Predictors used for each estimate; R2 of carbonate system estimates 
directly from empirical models evaluated using ECOA2 observations; R2 
of the parameter derived from TA and DIC empirical model estimates 
(TAE, DICE, respectively) as inputs in CO2SYS; RMSE of parameters 
derived from TA and DIC estimates.
Abbreviations: pH on total scale; ΩAR, aragonite saturation state; AIC, 
Akaike information criterion; DIC, dissolved inorganic carbon; ECOA2, 
East Coast Ocean Acidification 2; R2, coefficient of determination; RMSE, 
root mean square error; S, salinity; T, temperature; TA, total alkalinity.

Table 4 
Evaluation of Alternative pHTand ΩAR Estimates From Empirical Model 
TA and DIC
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Figure 3. Empirical model evaluation results.Model estimate versus observed value for evaluation using the ECOA2 data set, which was not used for 
calibration, for (a) DIC, (b) TA, (c) ΩAR, and (d) pH on total scale (pHT). Panels (e and f) show the estimates obtained using empirical model estimates for TA 
and DIC as inputs in CO2SYS to derive pHT (TAE, DICE) and ΩAR(TAE, DICE). pHT and ΩAR “observations” are derived from observed TA and DIC. 1:1 line is 
shown and mean measurement uncertainty (TA, DIC), and propagated uncertainty (ΩAR, pHT) is shaded. The overall best model determined by AIC score is 
marked with an asterisk in each panel. ΩAR, aragonite saturation state; AIC, Akaike information criterion; DIC, dissolved inorganic carbon; ECOA2, East Coast 
Ocean Acidification 2; TA, total alkalinity.
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in some areas. The ECOA2 evaluation data set included more observations within Long Island Sound than 
calibration data. Though data were limited, this allowed us to explore model performance in estuarine en-
vironments. Although the BGC Model was sufficient to provide a good estimate of most DIC and ΩAR data, 
the BGC + Model improved estimates in Long Island Sound (Figure 5), suggesting that NO3

− might be a 
more important predictor of carbonate system variability in estuarine environments.

4.2. Model Equations Reflect Drivers of Carbonate System Variability Specific to NE US

Even when all four basic hydrographic parameters are available as predictor variables (BGC + Models), 
salinity is included in every model. This is unlike the models developed for the California Current System 
(CCS), because each model uniquely reflects the processes driving carbonate system variability in the region 
for which it was calibrated. Whereas empirical models for the CCS reflect the impact of seasonal upwelling 
of cold waters rich in nutrients and DIC (Alin et al., 2012; Cai et al., 2020), empirical models developed here 
reflect the importance of freshwater input and regional water mass variability in driving carbonate system 
variability. We demonstrate the necessity for region-specific models by applying the CCS empirical model 
to data collected in the NE US. Although this model performs well using data for the CCS region (Alin 
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Figure 4. Evaluation of BGC empirical models using observations collected on repeat surveys of the Gulf of Maine for (a) DIC, (b) TA, (c) ΩAR, and (d) pH 
on total scale (pHT). “Summer” data, shown by filled circles, were collected during the time of year when the calibration data were collected, between June 
and August, and “Non-summer” data, shown by open squares, were collected during other times of year. Points are colored by observed pressure in decibar. 
pH on total scale (pHT) and ΩAR “Observations” are derived from observed TA and DIC. 1:1 line is shown and mean measurement uncertainty (TA, DIC), and 
propagated uncertainty (ΩAR, pHT) is shaded. DIC, dissolved inorganic carbon; TA, total alkalinity.
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et al., 2012), it is not suitable for predicting ΩAR in the NE US (Figure 6). As the model equations devel-
oped here for ΩAR show, the net effect of increased freshwater delivery in this region is to depress ΩAR. All 
empirical model equations developed here to estimate DIC, ΩAR, and pHT also include an interaction term 
between T and S (Table 3), which corresponds to the contrast between warm, salty Gulf Stream water and 
cool, fresh Labrador Current water.

In recent years, the variable contribution of Gulf Stream and Labrador Current endmembers has played an 
important role in driving the trend in carbonate system variables in the region. Between 2004 and 2013, a 
northward shift in the Gulf Stream position, which reduced the southward transport of cold waters, caused 
the GoME to warm faster than 99.9% of the global ocean (Pershing et al., 2015). Warming impacts the car-
bonate system through two main processes: chemical speciation of DIC and air-sea gas exchange. The two ef-
fects nearly cancel for pHT, but they reinforce each other for ΩAR, so that warming leads to increased ΩAR (Cai 
et al., 2020; Jiang et al., 2019). Because of this, thermodynamic forcing led to an increasing trend in ΩAR, but 
not pHT, during the period of intense warming (J. E. Salisbury & Jönsson 2018). This also explains why T is 
the most important parameter for predicting ΩAR, while S and O2 are the most important for predicting pHT. 
This is consistent with models developed for the southern CCS, in which T is the most important parameter 
for predicting ΩAR and O2 is the most important parameter for predicting pHT (Alin et al., 2012).

High freshwater input in the NE US was expected to present a challenge to fitting empirical models, due to 
the difference in chemical signature among rivers (Alin et al., 2012). However, empirical models developed 
here for the NE US achieve a similarly good fit to those developed for the CCS. The only parameter that 
did not have a similarly good fit was pHT. Our best empirical model explained 89% of the variability in pHT, 
while the CCS model explained 98% (Alin et al., 2012). One source of error in the models for estimating pHT 
is our use of the TA-DIC pair to estimate pHT, which adversely affects precision and introduces potential 
for adverse impacts on accuracy (Patsavas 2015; Takeshita et al., 2020). It results in a greater uncertainty 
in pHT estimates compared with ΩAR, as the shaded areas in Figures 2–4 reflect. Although the R2 obtained 
by our model is lower than Alin et al.'s (2012), our RMSE (0.024) is equal. Furthermore, the lower perfor-
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Figure 5. Residuals of DIC and ΩAR vs. salinity for ECOA2 evaluation. Comparison of residuals (estimate ₋ observed) 
for of DIC and ΩAR using BGC and BGC + Models. Data points within Long Island Sound (N = 8) are circled in blue. 
ΩAR, aragonite saturation state; DIC, dissolved inorganic carbon; ECOA2, East Coast Ocean Acidification 2.
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mance of the pHT model compared to other carbonate parameters is consistent with 
an empirical model developed for predicting surface carbonate system conditions the 
MAB, which resulted in R2 values of 0.96 for DIC, 0.94 for ΩAR, and 0.83 for pHT (Xu 
et al., 2020). The alternative method applied here to estimate pHT, which uses empiri-
cal model estimates for TA and DIC as inputs in CO2SYS to calculate pHT (TAE, DICE), 
did not improve evaluation, which makes sense because error in the pHT calculation 
also affects the evaluation observations (Figure 3f).

4.3. Comparison Between Empirical Models Developed Here and Previously 
Developed Models

We compared our best empirical model for TA to those developed in Cai et al. (2010), 
which depend only on S and include five different equations for subregions and sa-
linity ranges throughout the NE US. The single equation developed here (Regression 
V), which includes O2 in addition to S, applied across a wide range of salinity environ-
ments (27–37) performs similarly to the empirical relationships of Cai et al. (2010). 
While the MLR developed here represents a larger fraction of the variability in TA 
than Cai et al. (2010) models for the Woods Hole Transect and GoME, the Cai et al. 
model, as well as the updated relationship reported in Xu et al.  (2020), represent a 
larger fraction of variability in the MAB (Figure 7). This comparison indicates that in-
cluding O2 as a predictor enables our MLR to represent TA in the entire region across 
the full range of salinities, as opposed to requiring a stepwise function.

We have shown above that regression models developed for use in a specific region cannot be applied to a dif-
ferent region (Figure 6). An alternative method for estimating carbonate system parameters is available in the 
CANYON neural network-based approach, which provides estimates of TA, DIC, and pHT and partial pressure 
of CO2, as well as nutrient concentrations, using inputs of T, S, and O2 as well as latitude, longitude, depth, and 
date (Sauzede et al., 2017). We applied this algorithm to our evaluation data. The CANYON model reproduc-
es ECOA2 DIC, TA, and pHT well (Figure S1), but errors in the estimates increased with decreasing salinity. 
Though this model works well, it may not be ideal for nearshore areas. Overall, MLR models developed here 

performed similarly for DIC and TA, but better for pHT. Although 
it may be possible to estimate carbonate system parameters across 
a range of environments using one neural-network based model, 
the regional empirical model provides additional value because it 
provides the relationships between variables, which can be used to 
learn about the processes controlling carbonate system variability.

4.4. Applications and Limitations

Empirical models for TA, DIC, and ΩAR fit the data well, explaining 
over 98% of the variability in each, and perform well when tested 
against an independent observation set. Therefore, they can be ap-
plied to T, S, O2, and NO3

− data to obtain robust estimates of the 
carbonate system parameters where carbonate system data are not 
available. Some examples of these applications are discussed below.

4.4.1. Seasonal Reconstruction

Most carbonate system observations are recorded during summer 
months. Thus, there is strong motivation to apply the empirical mod-
els to year-round basic hydrographic data to reconstruct the season-
al cycle of carbonate chemistry, as has been done in other regions 
(Davis et al., 2018). However, the models themselves were calibrated 
using only summer data. The overall performance of the model de-
creased when it was evaluated against a seasonal data set collected in 
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Figure 6. Aragonite saturation state estimated using a model 
calibrated for the California Current System and the best 
empirical model calibrated for the NE US. We applied Alin 
et al.'s (2012) model for estimating aragonite saturation state in 
the California Current System to the ECOA2 evaluation data. 
We compared the performance in the NE US to Regression 
VIII, developed here. NE US, Northeast United states.

Figure 7. Comparison of salinity-TA relationships evaluated using ECOA2 data. 
Relationships for estimating TA from S reported in Cai et al. (2010) as five separate 
equations for three subsections of the region and two salinity ranges applied to 
ECOA2 salinity data and plotted against ECOA2 TA observations. An updated 
relationship reported in Xu et al. (2020) for the MAB is also compared. ECOA2, 
East Coast Ocean Acidification 2; TA, total alkalinity.
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the GoME, but the error in these seasonal estimates was not greater outside of the season for which the models 
were calibrated, so the error cannot be attributed to seasonality. Instead, the reduction in performance seems to 
be related to processes near the surface that are important in this region that the model does not capture (Fig-
ure 4). It is possible that the BGC+ Model would account for these processes, but this cannot be confirmed be-
cause NO3

− was not measured in the GoME data set. Because the error in the GoME estimates does not correlate 
with the time of year they were collected, the results suggest that the models can be applied to year-round data.

4.4.2. Historical Reconstruction and Future Projection

As concern about ocean acidification has grown, most carbonate system observations have been collected 
in recent years. The GOMECC-1 survey in 2007 was the first to collect comprehensive measurements of 
inorganic carbonate system parameters throughout the NE US (Wang et al., 2013). Thus, there is motiva-
tion to apply empirical models to historical basic hydrographic data to reconstruct past carbonate system 
parameters. Furthermore, there is motivation to apply the empirical models to future projections of ocean 
physics to anticipate the carbonate system conditions that will occur as ocean acidification progresses. 
However, these empirical models do not account for anthropogenic addition of CO2, which changes the 
ratio of CO2:O2. Following the analysis of Juranek et al. (2011) comparing model error to the trends in pH 
and ΩAR, we also estimate that it would take approximately 10 years for the error due to anthropogenic 
emissions to exceed the model uncertainty. Outside of this period, DIC estimates can be adjusted to account 
for the anthropogenic CO2 addition. This requires determining the amount of anthropogenic CO2 that has 
accumulated between the estimation period and the MLR calibration period. The ΔC* method can be used 
to calculate the anthropogenic CO2 invasion, but this method requires CFC measurements (Gruber et al., 
1996). Although it was not possible to apply the ΔC* method to their data set, Kim et al. (2010) adjusted 
their empirical model estimates of DIC in the Sea of Japan using estimates of anthropogenic CO2 invasion 
for the Sea of Japan obtained through a different study. As Alin et al. (2012) point out, these estimates will 
not account for potential feedbacks such as ocean circulation associated with warming. As longer time se-
ries of carbonate system observations become available, the validity of these adjustments can be evaluated.

4.4.3. Dynamic Modeling

Finally, these empirical models can be used to improve dynamic models of the carbonate system. Though 
downscaled models including the carbonate system exist for this region, they would benefit from a better 
ability to incorporate observations (Fennel, 2010). The empirical model equations presented in this study 
demonstrate the observation-based relationships between carbonate system parameters and other water 
properties. Relationships between modeled variables can be compared to these empirical relationships to 
identify important processes that are not represented well in dynamic models. Furthermore, we can use 
the empirical models to generate initial and boundary conditions from global model data that either do not 
include carbonate chemistry or do not represent it well in this region. In this way, these empirical models 
contribute to progress toward a dynamic model that improves understanding and enables future projections 
of carbonate chemistry in the region.

4.5. Recommendation

We recommend applying the models of the highest complexity (Equations III, V) to existing T, S, O2, and 
NO3

− data to generate estimates of TA and DIC as these models were selected as the best when all param-
eters were included. If NO3

− data are not available, models including T, S, and O2 (Equations II, IV) are 
sufficient to predict carbonate parameters in most environments, but may lead to errors in estuaries and 
embayments. Two different methods have been presented for estimating ΩAR and pHT: direct estimate us-
ing the pHT and ΩAR empirical model equations and indirect estimate using empirical model TA and DIC 
as inputs in CO2sys (pHT [TAE, DICE], ΩAR [TAE, DICE]). Of these options, we recommend the pHT (TAE, 
DICE) and ΩAR (TAE, DICE) method. This recommendation is supported by the ΩAR evaluation results: ΩAR 
(TAE, DICE) performed better in evaluation than the direct ΩAR equation (Table 4). Although the direct pHT 
equation performed better in evaluation, we still recommend pHT (TAE, DICE) as the best practice because 
the empirical models for pHT and ΩAR were calibrated using data derived from TA and DIC measurements 
in CO2sys, so any error resulting from that calculation is embedded in the empirical model. Another reason 
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we recommend the pHT (TAE, DICE) and ΩAR (TAE, DICE) approach is because the intermediate calculation 
of DIC is necessary for adding or subtracting the anthropogenic contribution if the models are applied out-
side of the calibration time period. Although we favor the approach using only the TA and DIC empirical 
model equations, we still find it useful to report the pHT and ΩAR empirical model equations to explore the 
processes driving variability in those parameters.

5. Conclusion
Through application of an MLR approach, we have developed empirical models for estimating carbonate 
system parameters TA, DIC, ΩAR, and pHT from basic hydrographic variables. This method has been ap-
plied in other regions, but the empirical model equations developed here uniquely reflect the processes that 
drive carbonate system variability on the NE US shelf. Salinity was selected as a predictor in all models, 
reflecting the importance of freshwater input. O2 was also selected in all models where it was a potential 
predictor, reflecting the influence of biological metabolism. The basic hydrographic variables explain over 
98% of the variability in the TA, DIC, and ΩAR and 89% of the variability in pHT in the calibration data. The 
recommended models perform well in evaluation against an independent data set not used in calibration, 
estimating TA and DIC with R2 > 0.97, ΩAR with R2 > 0.93, and pHT with R2 > 0.77. The equations reveal 
observation-based relationships between carbonate parameters and basic hydrographic variables unique to 
the NE US shelf that build upon prior knowledge in the region. Empirical model estimates can supplement 
carbonate system observations to provide a better understanding of the variability of the system in space 
and time or be used to create boundary conditions in dynamic regional models.

Data Availability Statement
Discrete bottle data from all NOAA ocean acidification regional research cruises are available from NOAA's 
National Centers for Environmental Information. For GOMECC-1, [https://data.nodc.noaa.gov/cgi-bin/
iso?id=gov.noaa.nodc:0066603]; for GOMECC-2, [https://data.nodc.noaa.gov/cgi-bin/iso?id=gov.noaa.
nodc:0117971] or [https://doi.org/10.7289/v5542kj0]; For ECOA1, [https://www.nodc.noaa.gov/oads/
data/0159428.xml] or [https://doi.org/10.7289/v5vt1q40]; for GoME repeat cruises, [https://data.nodc.noaa.
gov/cgi-bin/iso?id=gov.noaa.nodc:0172591] or [https://doi.org/10.7289/v5765cn]; and for ECOA2, [https://
data.nodc.noaa.gov/cgi-bin/iso?id=gov.noaa.nodc:0196419] or [https://doi.org/10.25921/f4vg-g356]
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Erratum
In the originally published version of this article, the images for Figures 5, 6, and 7 were incorrectly trans-
posed due to a typesetting error. The error has been corrected, and this may be considered the official ver-
sion of record.
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